
which is essentially just a two-dimensional

interface. The lack of basaltic meteorites with

a D17O value equivalent to the main-group

pallasites suggests that the outer crustal layers

were removed from the parent asteroid. This

may have taken place during the pallasite-

forming impact event itself. If loss of surface

material took place as the result of a collisional

encounter (24), the extent of silicate loss

appears to have been much less in the pallasites

than mesosiderites, because the former show no

evidence for remelting of the metal core.

Metal in main-group pallasites is composi-

tionally similar to that in the IIIAB irons, such

that both groups are probably derived from the

same asteroid (26). W isotope dating of IIIAB

irons indicates that the metal-silicate segrega-

tion event that formed them occurred extremely

early (G1 My after Solar System formation) (3).

Mn-Cr dating is consistent with an early forma-

tion age for main-group pallasites (10), although

the isotope systematics show evidence of

disturbance, probably in part as a consequence

of impact-related processes (27). The cooling

rates recorded by main-group pallasites also re-

flect impact-related processes. Thus, cooling at

high temperatures (È1100-C) took place 106

times faster than at lower temperatures (È1-C/My

at 800- to 400-C) (27). The higher rates may

have resulted from impact-driven mixing of

partially molten metal and solid silicate mantle

material, whereas slower cooling may reflect

postimpact burial (25).

The results presented here demonstrate that

pallasites and mesosiderites are derived from

distinct asteroidal sources. Like the HEDs,

mesosiderites are probably samples from the

asteroid 4 Vesta, a conclusion that can be

tested by the NASA Dawn Mission (21). It is

also clear from these results that extensive

asteroidal deformation was an important pro-

cess during the early stages of planetary for-

mation. Recent observations suggest that such

collisional reprocessing of planetesimals may

also be a significant feature of extrasolar plan-

etary systems, such as the solar-type star

BDþ20 307 (28).
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d’Histoire Naturelle, Paris) and C. Smith (Natural History
Museum, London) for providing mesosiderite and
pallasite samples; and Jenny Gibson (Open University) for
help with various aspects of oxygen isotope analysis. We
would like to thank three anonymous reviewers for their
comments. This study was supported by a PPARC rolling
grant to PSSRI, Open University. T.H.B. acknowledges
support from NASA Cosmochemistry grant NAG5-12848.

Supporting Online Material
www.sciencemag.org/cgi/content/full/1128865/DC1
Materials and Methods
Figs. S1 and S2
Table S1

18 April 2006; accepted 27 July 2006
Published online 24 August 2006;
10.1126/science.1128865
Include this information when citing this paper.

Self-Healing Pulse-Like Shear
Ruptures in the Laboratory
George Lykotrafitis, Ares J. Rosakis,* Guruswami Ravichandran

Models predict that dynamic shear ruptures during earthquake faulting occur as either sliding cracks,
where a large section of the interface slides behind a fast-moving rupture front, or self-healing slip
pulses, where the fault relocks shortly behind the rupture front. We report experimental visualizations of
crack-like, pulse-like, and mixed rupture modes propagating along frictionally held, ‘‘incoherent’’
interfaces separating identical solids, and we describe the conditions under which those modes develop.
A combination of simultaneously performed measurements via dynamic photoelasticity and laser
interferometry reveals the rupture mode type, the exact point of rupture initiation, the sliding velocity
history, and the rupture propagation speed.

A
central issue in the modeling of earth-

quake rupture is the duration of slip at a

point on the fault as compared to the

duration of the rupture of the entire fault (1). In

the classical crack-like mode of shear rupture

(2), the slip duration at a point (rise time) is a

considerable fraction of the overall rupture

propagation time. In other words, the duration

of the ground shaking, witnessed locally by an

observer, is comparable to the overall duration

of the earthquake. This mode has been generated

in several numerical simulations of spontaneous

rupture, when a rate-independent friction law

was implemented (3–7). However, inversions of

seismic data for slip histories from well-recorded

events indicate that the duration of slip at a point on

the fault is often one order of magnitude shorter
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than the event duration (8–10). This observation

has led to the concept of pulse-like rupture

modes (8, 11), in which the slip is confined to a

finite distance behind the propagating rupture

front while the fault continuously locks.

Various mechanisms for self-healing pulse

generation along a homogeneous fault have been

proposed. One such mechanism suggests that if

the fault strength is low immediately behind the

rupture front and if it increases rapidly at a finite

distance, resulting in a robust join between the

contacting surfaces, then the slip would be

restricted to a short and narrow propagating area

(12). For example, a strong velocity-weakening

friction lawmodel (that is, the fault strength drops

rapidly with sliding speed) could indeed allow,

under certain conditions, for a pulse-like behavior

of rupture to develop. Suchmodels are supported

by recent laboratory experiments with high

sliding rates (13). However, simulations using

velocity weakening have sometimes resulted in

crack-like propagation or self-healing pulse-like

propagation (14–20). Friction laws operating

along faults that separate two identical elastic

solids have to include laboratory-based rate and

state evolution features (such as dependence on

the slip rate and on the history of fault evolution),

although these laws should not induce ill-posedness

or paradoxical features (20) of the mathematical

model of non-uniform sliding. It has been

proven that generalized rate and state friction

laws are appropriate candidates for modeling

rupture in uniform faults (20–22). For rupture

to occur as a self-healing pulse (1, 22), three

requirements have to be fulfilled. First, the

friction law must include strengthening with

time on slipped portions of the fault that are

momentarily in stationary contact (16). Second,

the velocity weakening at high slip rates must be

much greater than that associated with the weak

logarithmic dependence observed in the labora-

tory during low-velocity sliding experiments.

Third, the overall driving stress has to be lower

than a certain value but high enough to allow for

self-sustained pulse propagation (22).

Strong velocity weakening may explain the

onset of short-duration slip pulses along faults

that separate similar materials. Other mecha-

nisms exist as well. One mechanism (the barrier

model) involves the geometric confinement of

the rupture domain by unbreakable regions. In

that case, an earthquake consists of a number of

short-duration crack-like ruptures on a small

rupture area that are separated by locked regions

(5, 23). Alternatively, the rupture may nucleate

and propagate in both directions along the fault,

while one of its tips arrests suddenly at a strong

barrier in one side of the hypocenter. Consequent-

ly, after its arrest, the reflected waves from the

barrier spread back and heal the rupture surface. In

this case, the pulse-like configuration results from

the interaction of the still-propagating end of the

rupture with the healing reflected wave (24).

The variations in normal stress on the rupture

interface are also thought to be responsible for

pulse formation (25, 26). As an example, the ex-

pansion of pore fluid, caused by frictional heating,

may dramatically reduce the effective normal

stress and consequently the frictional resistance.

Pore pressure, however, may also rapidly decrease

behind the rupture tip, causing a restrengthening

and possibly a locking of the fault.

We performed a number of well-controlled

experiments, all of which involved dynamic

sliding along Bincoherent[ (frictional) interfaces
separating identical materials (that is, homo-

geneous systems), to investigate the generation

of the two rupture modes described above and to

confirm the existence of pulse-like ruptures.

Two plates of Homalite-100, subjected to a far-

field uniform compressive stress, were friction-

ally held along the interface (or fault). The top

plate was also subjected to dynamic shear

loading. All the experiments were executed at

the same external confining stress of P 0 10

MPa, applied by a calibrated press. Dynamic

photoelasticity, depicting the full-field contours

of maximum shear stress, was combined with a

laser interferometry–based technique, giving an

accurate local measurement of the sliding

velocity at the interface within an experimental

error on the order of 1% (27). Detailed

descriptions of the experimental configuration

and the techniques used are provided in the

supporting online material (SOM) (fig. S1).

In an instantaneous isochromatic fringe pat-

tern obtained at an impact velocity V of 19 m/s

(Fig. 1A), an eye-shaped fringe structure was ob-

served traveling behind the longitudinal wavefront

from right to left. The rupture tip A followed this

fringe structure at a supershear speed of 1.36 C
S
,

where C
S
is the shear wave speed of Homalite.

Consequently, two Mach lines of shear stress

discontinuity (28), forming a shear Mach cone,

emanated from the sliding tip. The rupture tip

speed v, which was obtained by two methods,

was found to be constant. In the first method,

the position of the tip was followed in various

frames and found to be well approximated as a

linear relation, giving v. In the second method,

the Mach angle q was measured and, by means

of the relation v 0 C
S
/sin q (28), v was obtained

frame by frame.

The high-speed camera and both interferom-

eters were simultaneously triggered. The syn-

chronization of the 16 images captured by the

high-speed camera, with the horizontal compo-

nent of the local relative particle velocity recorded

by the velocimeters, allowed the correlation of the

characteristic features appearing in the photo-

elastic image (Fig. 1A) with the relative velocity

history diagram (Fig. 1B). When the longitudinal

wavefront arrived at the velocity measurement

positions M
1
and M

2
(where the pair of the inter-

ferometric velocimeters was pointed), the veloc-

ities of both points started to increase. However,

the relative horizontal velocity (Fig. 1B) was zero

for the next few microseconds, and it remained

very low for a time interval of approximately

13 ms. A numerical integration of the relative

velocity with respect to time from 0 to 13 ms
resulted in a net relative horizontal displace-

ment of 2 mm between points M
1
and M

2
(fig.

S4B). This observation is explained as an

elastic shear deformation between M
1
and M

2
,

rather than rupture (interfacial sliding). The

dashed line in Fig. 1B establishes the relative

horizontal velocity level that corresponds to

sliding initiation for this particular experiment.

At approximately 13 ms, the relative velocity

(Fig. 1B) rose sharply, and interfacial sliding

began. After it reached its maximum of È6 m/s,

the relative velocity decreased and then fluc-

tuated but never fell below 4 m/s during the

recording time. The sliding was continuous, and

thus we can safely say that rupture occurred in a

classic crack-like mode. Additional details are

provided in the SOM (figs. S3 and S4).

v was substantially higher than C
S
, which

resembles supershear rupture propagation oc-

curring along Bcoherent[ interfaces separating

identical monolithic solids (28–30). However, in

contrast to previous studies (28, 30), the present

work involves incoherent (or frictional) inter-

faces and a static far-field compressive loading.

Here, the frictional resistance to sliding depends

Fig. 1. (A) Isochromatic fringe pattern generated
during an experiment in which the impact speed
was 19 m/s. The rupture tip is at the fringe con-
centration point A. The inset highlights the location
of the Mach lines emanating from the rupture tip
and the specimen configuration. (B) Relative
velocity history of points M1 and M2, which belong
to the upper and lower plate, respectively; the two
points are located at a distance of 70 mm from the
impact side of the Homalite plates. The rupture
commenced when the rupture tip A reached the
velocity measurement position.
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on the normal stress through the friction law.

The fault-normal stress, however, is a superpo-

sition of the static externally imposed pressure

and a dynamic (inertial) compression generated

as follows: The pressure wave produced by the

impact loading creates a primarily horizontal

compressive stress in the upper plate close to the

frictional interface. As a result of the Poisson

effect (in which compression in the horizontal

direction causes expansion in the vertical

direction), the pressure wave also creates com-

pression in the direction that is vertical to the

interface. As the sliding proceeds, the vertical

stress to the rupture interface changes, and thus

the frictional resistance also changes. Conse-

quently, we infer that sliding depends on impact

loading, not only through the asymmetric

horizontal compression, which is the driving

force for sliding, but also through the vertical

compression, which affects the resistance to

sliding. Such dependence causes essential

changes in the rupture modes that are expected

to occur as the impact speed decreases.

Indeed, the reduction of the impact speed

from 19 to 17 m/s resulted in drastic changes in

the fringe pattern geometry (Fig. 2A). It also

changed the horizontal relative velocity history

of points M
1
and M

2
(Fig. 2B). By synchroniz-

ing the captured photoelastic frames with the

horizontal relative velocity history, we were able

to correlate the fringe concentration points A
1

and A
2
with abrupt changes in the horizontal

relative velocity (Fig. 2B). At A
1
, the relative

velocity increased rapidly and the sliding

started. This observation signifies that A
1
was

the rupture tip. Thereafter, the relative velocity

oscillated up to point A
3
(Fig. 2A), where the

relative velocity increased and remained high for

the rest of the recording time. The propagation

speeds of A
1
and A

2
were 1.19 C

S
and 1.0 C

S
,

respectively. Point A
3
propagated at a sub-

Rayleigh speed of 0.85 C
S
and signified the

start of a clearly crack-like behavior of the rup-

ture. Thus, it can be concluded that the event of

rupture was constituted by two distinctive modes.

From A
1
to A

3
, the relative velocity changed

twice, forming two pulses that were followed by

a crack-like rupture mode that commenced at A
3
.

By further decreasing the impact speed, a

similar, albeit much simpler, behavior of the

relative velocity was observed. Once again, we

identified two rupture tips, A
1
and A

2
, which

were fringe concentration points and propa-

gated along the rupture interface at speeds of

1.09 and 0.98 C
S
, respectively (Fig. 2, C and D).

The initial relative deformation at the velocity

measurement position was elastic shear until

approximately 18 ms, when the rupture tip A
1

arrived there and sliding commenced. As in the

previous cases, the commencement of slip

corresponded to an accumulated relative hori-

zontal displacement of 2 mm. Subsequently, the

horizontal relative velocity increased rapidly

from 0.7 m/s to a local maximum of 2.5 m/s at

20 ms. After 5 ms, the relative velocity de-

creased abruptly back to 0.7 m/s at point A
2

(Fig. 2D). Because the relative velocity was very

low, the slip ceased, allowing surface asperities

to reestablish contact and be deformed elastical-

ly. Below the level established by the dashed line

(Fig. 2D), we assume that there is no sliding and

that the recorded velocity is only due to elastic

shear deformation between points M
1
and M

2
.

This conjecture is strengthened by the relative

displacement history (fig. S5B), which shows

that, from 24 until 25 ms, the relative displace-

ment was almost constant. These observations

show that the stable fringe structure (A
1
A
2
)

represents a self-healing slip pulse of È7 ms in
duration. Directly after the pulse, the relative

velocity increased rapidly to 6.4 m/s and re-

tained its large value of È4 m/s for a relatively

long period of time (È40 ms). The sliding

velocity structure suggests that the initial rup-

ture of the pulse-like mode was immediately

followed by a second rupture of the crack-like

mode. Thus, the experimental results indicate

that the rupture process is very sensitive to

impact speed. Indeed, as the impact speed was

decreased while the external confining stress

was kept constant, the rupture mode changed

from a crack-like mode to a mixed mode,

where either multiple slip pulses or a single

self-healing slip pulse was followed by a crack.

The formation of pulses (Fig. 2) cannot be

explained by the barrier model. A very simple

calculation (fig. S2) reveals that these pulses

were formed well before the arrival of the re-

flected waves (from the top and bottom hori-

Fig. 2. (A) Isochromatic fringe pattern generated during an experiment in which the impact speed was
17 m/s. (B) Relative velocity history of points M1 and M2 located at a distance of 70 mm from the impact
side of the Homalite plates. Two pulses, A1A2 and A2A3, were formed. The crack-like rupture mode initiated
at A3 immediately behind the second pulse. (C) Isochromatic fringe pattern generated during an
experiment in which the impact speed was 13 m/s. (D) Relative velocity history of points M1 and M2

located at a distance of 30 mm from the impact side of the Homalite plates. A self-healing pulse A1A2 was
formed. The crack-like rupture mode initiated at A2 immediately behind the second pulse.

Fig. 3. Relative velocity history of
points M1 and M2 for an experi-
ment in which the impact speed
was 10 m/s. M1 and M2 were
located at a distance of 70 mm
from the impact side of the
Homalite plates. An isolated pulse
A1A2 was formed.
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zontal surfaces of the Homalite plates that were

blocked by the hydraulic press) to the velocity

measurement position. Also, the free surfaces

(across the smallest dimension of the Homalite

plates) did not act as barriers. We conjecture that

the pulse formation was due either to the

velocity-weakening character of the friction

law or to the changes in the frictional resistance

caused by non-uniform variations in dynamic

normal stress on the rupture interface, or to a

combination of both phenomena.

When the impact speed was further reduced

to 10 m/s, the rupture mode became purely

pulse-like (Fig. 3). The rupture started at A
1
and

propagated at a sub-Rayleigh speed of 0.76 C
S
,

whereas, after 15 ms, the sliding ceased at A
2
.

The duration of sliding was very short com-

pared to the È100-ms duration of the impact

event. Thus, we infer that an isolated pulse was

formed. Such a case clearly indicates that a

purely pulse-like mode of rupture can occur

under the appropriate conditions.
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Observations of Biologically Generated
Turbulence in a Coastal Inlet
Eric Kunze,1* John F. Dower,1* Ian Beveridge,2 Richard Dewey,1 Kevin P. Bartlett1

Measurements in a coastal inlet revealed turbulence that was three to four orders of magnitude
larger during the dusk ascent of a dense acoustic-scattering layer of krill than during the day,
elevating daily-averaged mixing in the inlet by a factor of 100. Because vertically migrating layers
of swimming organisms are found in much of the ocean, biologically generated turbulence may
affect (i) the transport of inorganic nutrients to the often nutrient-depleted surface layer from
underlying nutrient-rich stratified waters to affect biological productivity and (ii) the exchange
of atmospheric gases such as CO2 with the stratified ocean interior, which has no direct
communication with the atmosphere.

T
urbulent mixing in the ocean plays key

roles in a wide range of processes, from

regulating the large-scale thermohaline

overturning circulation (also known as the

global conveyor belt) and water-mass modifi-

cation, to the dispersal and dilution of anthro-

pogenic waste. Below the surface mixed layer,

turbulent mixing controls the exchange of water

properties between the surface layer, which is in

direct contact with the atmosphere, and the

density-stratified ocean interior, where mixing

is typically reduced to diffusivities on the order

of 0.1 � 10j4 m2 sj1 (1, 2), controlled by the

breaking of internal waves generated by the

wind and tides. Exchange across the highly strat-

ified base of the surface mixed layer influences

not only biological productivity through nutrient

supply but also air/sea gas exchange (3). By

providing another mechanism by which nutri-

ents and tracers can pass between the nutrient-

limited surface mixed layer and the underlying

nutrient-replete stratified ocean, biologically

generated turbulence could (i) explain how sur-

face production is often higher than can be ac-

counted for by known mixing mechanisms (4)

and (ii) regulate gas exchange between the

ocean and atmosphere, which plays a key role

in the carbon cycle, carbon sequestration, and

climate.

Although marine organisms have long been

known to be capable of generating turbulence

(5–8), the role of biologically generated turbu-

lent mixing in the ocean has largely been ne-

glected, perhaps because this mechanism was

discounted in earlier work (9). However, more

recent evaluations based on the energetics of

swimming organisms suggest that species rang-

ing in size from large zooplankton (0.5 cm) to

cetaceans on the order of 10 m long can generate

turbulent dissipation rates e (the rate at which

turbulent kinetic energy is damped by molecular

viscosity) on the order of 10j5 W kgj1 within

schools and swarms (10, 11). Such high values,

fully three to four orders of magnitude larger

than average turbulence levels in the stratified

ocean, have the potential to dominate mixing

in the upper ocean, where marine organisms

are most abundant. Here we report observations

quantifying biologically generated turbulence in

a coastal inlet.

The above notion was tested by collecting

microstructure profiles with depth during dusk

in Saanich Inlet, British Columbia. The profiler

measures microscale (1 cm) shear, temperature,

and conductivity, as well as fine-scale (1 m)

temperature, conductivity, and pressure. Profiles

were collected at 3-min intervals. Microscale

shear measurements were de-spiked before pro-

cessing to remove plankton collisions. Follow-

ing common practice, dissipation rates were

estimated by iteratively fitting shear spectra

from 4-m half-overlapping profile segments to

a turbulence model spectrum (12). The wave-

number band from 1 to 100 cpm (wavelengths

of 0.01 to 1 m) was typically fit for dissipation

rates exceeding 10j7 W kgj1. A shipboard

200-kHz ASL Environmental Sciences Water

Column Profiler single-beam echosounder (13)
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